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Abstract—Three-dimensional (3D) video technologies have H-264/AVC, H.264/SVC and Multiview Video Coding

been widely adopted by video service providers andonsumer
electronics stakeholders due to their potential ofoffering an
immersive user experience. In case of 3D video saming, the
dynamic network conditions are the bottleneck thatlimits the
content delivery at good perceived quality levelsra an effective
solution is to employ advanced 3D video adaptatioschemes.
Accurate real-time objective 3D video quality assesnent is a
critical factor in adaptive decision making. Stateef-the-art
objective 3D video quality assessment methods arae general
reference-based and require the availability of theoriginal 3D
video sequence, which makes them not suitable foreal-time
applications. This paper proposes the extended Noeference
objective Video Quality Metric (eNVQM), an innovative metric
for real-time 3D video quality assessment. eNVQM é&mates the
3D video quality by taking as the input parametersnetwork
packet loss, video transmission bitrate and frameate. Based on
extensive subjective tests, eNVQM models the impaof network
packet loss on 3D video at different bitrates andrme rates on
the perceived stereoscopic 3D video quality. The germance of
eNVQM is investigated by comparing its results with two
state-of-the-art objective video quality metrics: #&uctural

similarity index (SSIM) and video quality metric (VQM). Results
show that eNVQM maintains similar accuracy level inestimating
3D video quality with the alternative reference-basd metrics.

Index Terms—3D video; objective quality assessment; non-
reference; stereoscopic

l. INTRODUCTION

(MVC)) has enabled wide deployment of 3D video teghes
in various application areas. Recently, the newexsion of the
HEVC/H.265 standard [1has added support for 3D video
coding, allowing for 3D video encoding with subgtalty
improved video quality at the same bitrate as whsimg
H.264. Additionally, the rapid increasing capaeityd speed of
networks makes possible the delivery of high d&éni 3D
video to a large user base such as mobile, tabteineearable
devices users. Also, these developments open
revolutionary opportunities for diverse applicasdreyond the
traditional theatre-based 3D movies, such as m@hlesideo
streaming, 3D video live chat, 3D conferencing, o&a3D
presentation, immersive 3D video gaming, etc. QGloba
organizations have been setup to enhance the a@adem
communication and standardization. For example, Blo@e
[2] focuses on the physiological effects of 3D e@i@ment,
leveraging connections with many nation-wide orgations
including China 3D Industry Association [3] and
3DConsortium of Japan [4].

3D video enhances the viewing experience by inicod) to
users the sense of depth. However, in order toigeousers
good 3D video quality, there are challenges spedidi 3D
video, in addition to those that already existetation to 2D
video. Typical 3D video content consists of views left and
right eyes separately that can be stored in vafmusats. This
3D video content can be stored in a stereoscopindb[5],

new

THERE dimensional (3D) video technologies have attractesthich stores two views for left and right eyes oeolplus depth

increasing attention from both industrial conteatvice
providers and electronic consumers. The suppdheo$ense of
depth significantly enhances the user viewing expee,
which is no longer abstract, two dimensional (2D)yp but
closer to how reality looks like. The advanced depment of
image processing, display technologies and videtingo(e.g.
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format [6], in which the display terminal uses dept
information to recover the two or more views, anduti-view
format [7], which can create multiple views to bewed from
different viewing points [8]. 3D video often hasdumdant
information that can be reduced by various algargtduring

the compression process. The sense of depth ini@&b vs
created by the difference between the views, whitdy
enhance or degrade the overall 3D viewing expegenc
depending on the effect of the image compression/
decompression and delivery.

Fig. 1 illustrates the delivery process of 3D vidamtent
which involves capture, transmission and displayadiaptive
approaches, there is also a fourth phase whichsserediback
from the (dis)play to the capture and/or transroissitages. In
these stages diverse devices, equipment and apeoace
employed having different requirements in termsvifeo
quality, delivery performance, cost, etc. The cdaptudevice
sets the original quality of the video, and its aaing format
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Fig. 1. 3D Video Delivery Process

and settings influence the efficiency of both therage and
transmission processes. The major approaches icapiere
process are stereoscopic, colour-plus-depth, artiview 3D
video-based, capturing the 3D scene from one diniew or
from different perspectives, in the latter case [Bfe same
approaches must be employed to reproduce the 3i2 $cehe
display process at the viewer. Although very indérs,
analysing the 3D content capture and display psEe®r
considering the multiview 3D approach are not im $sope of
this paper. Particularly, this paper focuses ordyshg the
manner in which the 3D video quality is affected the
transmission process of stereoscopic 3D videchdr8BD video
delivery, network impairments that affect eitheewi (left or
right) may result in different level of degradatiofithe overall
3D video quality. Additionally, encoding at differebitrate
and frame rates may have different impact on thei@Bo than
that on the 2D video.

Network delivery of 3D video content at good qtyalevels

is challenging mostly due to highly dynamic networ
is affected b

conditions. The delivery performance
network-induced impairments, especially for mobiad
real-time interactive applications. Adaptive detiveschemes

noise, light condition, room size, equipment, &wrthermore
they are time consuming and human resource inteasid thus
are not suitable for real-time assessment duriagstnission.
Objective methods have lower accuracy but theypegéerred
as they can be conducted during the transmissiemeral
objective 3D video quality metrics have been prepgagcently
[15]-[20]. However the lack of accuracy in thesetmaes is
mainly due to the fact that the human visual systelMS) is
difficult to model in 3D by analysing pixels andptle as they
are reference/content based. Other factors thactatflVS
include eye comfort level, viewing distance, lunmioe, etc.
The widely used 3D video quality methods employd@eo
quality metrics, including PSNR [21], SSIM [22], aVQM
[23]. The quality of left and right views of 3D wd are
evaluated separately and averaged by differenthieip an
overall 3D video quality [15] [16]. These methoesjuire the
original and degraded video sequences in ordenatyse the
blockiness, blurring effect, and depth informatadrihe videos
by modelling HVS. Authors of [24] proposed jointt bi
allocation and rate control for coding multi-vievD 3sideo,
based intrusive methods to calculate the view ®gish
distortion from original and generated view in
colour-plus-depth 3D video. Furthermore, the engti3D
video quality assessment methods are highly depermatethe
video content and do not consider the effect ofwoset
delivery-induced impairments. These quality metdas only
be used when both the original and received vidgmences
are available, after the transmission and therdfoeg are not
suitable for real-time adaptive transmissions. moaeference
PSNR [25] for 2D video can be used in real-timet the
additional depth sense cannot be reflected by siantraging
the quality of the left and right views.

This paper investigates the effect of network delv

Igondition variations on the 3D video quality by simering

diverse content with different video bitrates anainrie rates.
¥he extended No reference 3D Video Quality Metric
(eNVQM) for stereoscopic 3D video quality assessmentis th
proposed. Employing the philosophy behind the ITG-T1070

[10]-{13] in 2D video have been proposed by varioug,odel for 2D video quality assessment [14], eNVQMpses

researchers to monitor network environmental chsrgyed
adjust dynamically the video delivery settings (ergoding
parameters, buffer size, etc.) These adaptiveisakirequire
knowledge of current 2D video Quality of Experien(€®oE)
estimates which are obtained from using objectievitieo
quality metrics. ITU-T G.1070 [14] defines standaed
objective 2D video quality metric for estimating 2Bdeo
quality.

However there is a lack of such accurate metrias
estimating 3D video quality which can be used iapive 3D
video transmissions. Several researchers have ddcos

a new model for 3D video quality based on the tesaf
subjective tests which assess 3D video user pedeideo
quality including eye comfort level, enjoyment, asablity of
experience enhancement. eNVQM is derived from the
correlation between network packet loss rates dndvileo
quality for different combinations of bitrates afnidme rates..
eNVQM estimates the 3D video quality in real-timgidg the
transmission and can be used for proactive adaptati 3D

foyideo streaming. eNVQM extends a previously prodose

metric [26][27] which considered a single fixedrate and
frame rate only.

assessing the QoE of 3D video and they have uséd bo The rest of the paper is organized as follows. iSedt

subjective and objective quality assessment
Subjective methods (i.e. involving people evalugtine video
quality) provide highly accurate results in termfs wideo
quality that directly reflect human perception bk tquality
levels. However, these methods require carefullgtrodied
environments with least impact factors such as @graind

method¥yesents the state-of-the-art 3D video quality smsent

methods. Section Ill describes the mathematical ehad
eNVQM in details. Section IV explains the derivatiof the
eNVQM model through experiments. Section V analytbes
experimental results and performs comparison agathsr 3D
video quality metrics. At the end, conclusions drawn and
future work directions are indicated in Section VI.



1. TECHNICAL BACKGROUND AND RELATED WORKS

Stereoscopic 3D video creates or enhances theoitlusf
depth in an image by presenting two offset 2D insagehe left
and right eye of the viewer, respectively. These tmages,
representing two perspectives of the same objestame (also
called views e.g. left/right view), are then combined in th
human brain to provide the perception of 3D deptne 3D
depth sense is produced as a result of a minoatiewiof the
two views similar to the perspectives that bothsgyerceive in
natural binocular vision. This is considered asdasiest way to
enhance depth perception in the brain in companigtnother
methods [28]. The stereoscopic 3D for broadcadtiag been
discussed in Rec. ITU-R BT.1198 [29] as one ef¢harliest
recommendations for this format of 3D video. Thewent
has proposed that a stereoscopic broadcastingysysteed on
right and left eyes should not cause significanbfgms (such
as eye-fatigue, “puppet theatre” effect, etc.) ahduld not
provide lower quality than traditional SDTV systenitsalso
recommends that the stereoscopic system shouldakigmally
compatible with monoscopic TV broadcasting systems.

Subjective assessment methods for video have b
proposed by ITU in ITU-R BT.500 [30] for televisigictures,
ITU-T P.913 [31] for Internet video as well as distition
quality television in any environment, ITU-T P.3Brs [32]
specifically for 3D video quality, ITU-T J.3D-fatig [33] for
3D video visual fatigue and safety guideline asvesd.
Additionally the 3D display requirements when cocting
subjective quality assessment tests have been figgledn
ITU-T J.3D-disp-req [34] in details. If autosteseopic
displays (ASD) are used, the ISO/TR 924-331 stahdahich
establishes ergonomic optical requirements aimfrrgaucing
visual fatigue caused by stereoscopic images on sAS®
highly relevant. This standard also proposed peréoce
characteristics to evaluate various aspects of J&wing
experiences, such as 3D crosstalk, interocular dangde
difference, interocular chromaticity difference;.et

The principle of such 3D video format allows fample
creation of 3D content and no or little additioriadlage
processing is required. The stereoscopic 3D forozet be
side-by-side (SBS) or top-bottom, representinddigeut of the
two views in the 3D content. While transmitting ove
network, the two views are combined into a 3D stre@n
which the left and right view frames are followiegch other in
sequential manner. For example, in the case of8}content,
the video is encoded and sent out from the send&0p at 24
frames per second, per view, or 48 frames per skdbris
stored frame by frame interleaving left and rigigws in a
sequential manner. Thus when a packet is losterithe
relevant left or right view is affected. The tedum is
described in details in [35].

Various methods have been investigated to assesSDh
video quality. Authors of [15] studied the perfonmsa of
assessing stereoscopic 3D video quality under wsirjpacket
loss scenarios using 2D objective quality metriogjuding
PSNR, SSIM and VQM. They averaged the resultsHerleft
and right views of the 3D video, and showed thagrvhsing
PSRN and SSIM better correlated results with theviizo
depth perception are obtained than when VOQM is eysal.
Another study [36] using a similar method showedt tthe

e

colour component is dominant in the overall 3D wvidgiality
perception, while depth has less impact. The guatisessment
of colour plus depth based 3D video using theseviigo
quality metrics is described in [16], in which tleét and right

views are rendered using Depth-Image-Based Rerglerin

(DIBR) technique. Another method considers 1/3 &8
weights for left and right views respectively whesing PSNR
to evaluate the two views [18], but this split seearbitrary.
Apart from using 2D video quality metrics, new nietrare
also proposed for 3D video quality assessment. @dsstalk
perception assessment method for stereoscopic 88owvis
described in [37]. The crosstalk perception is @ered as a
result of shadow degree, separation distance, gqatiab
position, which happen in
stereoscopic imaging. However the overall 3D videality
perception is also affected by various factors.c&gual
Quality Metric (PQM) [20] is more sensitive to pixievel
image degradation and error quantification than rwiteese
happen at sequence level. Authors of [38] proposebgective
model that predicts the quality of lost frames i 8ideo
streams based on the estimated lost frame size Ardglution

S@Hich modelled the impact of eye dominance on #regived

3D video quality by chopping the images into smhlk 4
blocks based on spatial frequency was presentgdd]n

A lightweight no-reference method to estimate tléowr
plus depth 3D video quality from depth streams gisiifferent
set of packet layer parameters that are abstrdicied packet
headers was proposed in [39]. The results presesitedied
high correlation to SSIM results, but no compariseith
subjective test results was given. Also all theswidlips used
had frame rates of 25 or 30 and a very limitedabitrange only.
The exact model parameters were not provided, so
independent validation of the results publishedlmaxone.

The 3D video quality assessment methods used tipea
have different accuracy levels, as well as divedeantages
and limitations. More importantly, most of them uag
referencing to the original video source, unlike poposed
eNVQM, which does not require the presence of thgiral
3D video sequences, enabling it to be applicabla tauch
larger range of usage scenarios.

ITU-T G.1070 provides a good methodology for mappin
bitrate, frame rate and packet loss to the 2D videality
expressed in Mean Opinion Score (MOS). MOS assdhses
media quality by its absolute value using absoksagegory
rating (ACR) and evaluates the quality perceivetheywiewer,
with no reference.

In this paper MOS is employed as it uses absolatieg
which closer to the situation in which viewers amme
regularly video content in their daily life, havingp video
reference to compare against when they perfornt thaility
assessment. Additionally, in our methodology thbjesttive
test results have been compared against objeasterésults,
which use SSIM, VQM and ITU-T G.1070 2D video qgtali
metrics, and mapping between SSIM and VOM resalid®S
is done easier using existing mapping solutiond fan if
CMOS was adopted.

the visualization stagé o

no



. PROPOSED3D VIDEO QUALITY MODEL

eNVQM models the relationship between networkkpac
loss, 3D video bitrate and frame rate and the 3i2wiquality.
The model takes the above three variables as iapat
calculates the estimated 3D video quality as outphivQM
builds on the idea introduced by ITU-T G.1070 [Mhich has
defined a model for 2D video quality estimationg amtroduces
depth perceptual quality in modelling stereoscdiir video
quality. The relationship between colour and depild the
video perceptual quality is calibrated by threddexincluding
eye comfort level, degree of enjoyment, and enhaec¢ of
user quality of experience level.

In ITU.T G.1070, the end-to-end delay is considarethe
audio quality metric, but not in the video qualitetric. This is
as the delay has a more important effect on reraottio
delivery than on video, which tolerates better éardelay and
delay variations. For similar reasons, delay istakén directly
into account in our proposed 3D video quality nee¢iNVQM,
either.

A. ITU-T G.1070 2D Video Quality Metric

The ITU-T has standardized a user opinion model2ior
video-telephony applications in G.1070. It estirsatee 2D
video quality in telephony applications by considgrthe
network impairment parameters (i.e. packet losdgdeo) and
encoding parameters, including codec type, videm#b, key
frame interval, and video display size.

The ITU-T 2D video quality is modeled by equatidn:

Ppl

— Dppiv
Vq =1+ Icodinge ’

(1)
where Ppl, represents packet loss raf@y,, expresses the
degree of video quality robustness due to paclsst @ndqging
calculates the basic video quality affected the irgpd
impairment that is introduced by video bitraBe.(is expressed
in kbps) and video frame rater(,is measureuh fps). Note (1+
lcoding Fepresents the video quality when the packetibg86.
lcodingiS calculated as in equation (2):
(I(Fr,)=In(Oy,))?

[ — |Of *a 2*Dgy”
.

coding —

)

At last in equation (1)Dgpy represents the degree of video
quality robustness due to packet loss rate andalisulated
according to equation (6):

Fry Br,

- % v
Depy = Vo +Viy ¥€ = +v, "8 ® 0<Dgy (6)

In the above equationsj, V...., v, are derived from
subjective 2D video tests and are dependent onvitheo
coding, and display size. The recommendation divesets of
coefficients for different display sizes for MPEGaAd ITU-T
H.264, respectively. The methodology for derivinget
coefficients in the model is given in [10]. In te@ndard, the
related accuracy of the predicted video quality wealuated
by the Pearson product-moment correlation [42].

The derivation of the proposed eNVQM for 3D vidpality
assessment is shown in the next subsection.

B. Extended No Reference 3D Video Quality Metric (eMYQ

The stereoscopic 3D video consists of two views ¢tha be
in either left/right or top/bottom format and dited to viewer's
left and right eyes respectively, by making usevafious
display technologies. As there is no differenceterms of
viewing experience with the two formats in steremsc 3D
video, for simplicity of explanation, this paperfexs to the
left/right format for stereoscopic 3D videos onlhe two
views are slightly different from each other asytlaee shot
from two close, but different points of view. Theatviews are
then synchronized, displayed simultaneously andht@an
brain creates a 3D illusion effect from the dispaof the two
views, providing the human observer with the saristepth in
the 3D scene. When considering the transmissicsuchfi 3D
content, the information lost in one view may résal an
impaired overall 3D displayed frame and thus inrdased 3D
video quality, despite the potentially excellenteption of the
other view. For this reason, we believe that nekvimipairment
has different impact on 3D video than on 2D video.

Following the same methodology employed in ITU-T
G.1070 for mapping bitrate, frame rate and paades to the
video quality, we propose for eNVQM the formulaggented
in equations (7)-(10), where the 3D video qual#yekpressed

ParameterOy, represents the optimal video frame ratQ)y\/quinterms of MOS.

corresponding to the video bitrat8r() for the best video
quality. It is expressed in equation (3):

O, =v,+v,*Br,,1<0O, <30 3)

If Fry= O, thenlcoding= lof lox IS the maximum video

In eNVQM, 1®°4ing is composed of two additive natural
logarithm components for both frame rate and lsfrat
respectively, reflecting their effect on the vidgaality when
packet lossRplV) is 0%. The exponential component of the

quality of the video at bitrat®r, and is calculated as in ENVQM formula describes the effect of packet losstoe

equation (4):
Vs

video quality when considering 3D video frame iatd bitrate.

lop =V ———=—,0< 1, <4 (4) __Ppl
BR/ v 3D _ 3D D% ppv
1+ ( v ) Vcolour/depth =1+1 coding € (7)
4 3D _
In equation (2)Drv represents the degree of video quality I coding = ailn(Frv) +a, In(as +a4BK/) (8)
robustness introduced by frame rake§ and is calculated _Fry _Br,
using equation (5): D%ppy = a;+ta,*e ¥ +a,*e ® 9)

DFrV = VG +V7 * BrV ’0 < DFrV

(6)



TABLE |
VIDEO SAMPLES

Clip Motion_ Content Duration
complexity . Sample frame
no. | scenario (seconds)
evel

1 High Running 9

2 High Driving 14

3 Medium Swimming 13

4 Medium Dancing 6

5 Low Kissing 8

Equations (7)-(9) are used for quality computatidrboth
colour and depth components of the 3D videSP color and

V3Ddepth. Two sets of coefficients A =af, &..., a} are
derived from subjective 3D video tests involvindoto (Acoiour)
and depth Aqepi) PErception, respectively; anda, reflect the
effect of frame rate and bitrate, respectively whiggre is no
packet lossaz anda, quantify the contribution of bitrate so that
both frame rate and bitrate can be representedaianbed
manner in the overall formula. There is no needifame rate
to have similar coefficients to bitrate becausetttd scale
difference between the frame rate range (10 ~ 8Pdpd that
of bitrate (1~10 Mbps). The coefficierdsto agare used to map
different scales of frame rate and bitrate on tadesof packet
loss rate, respectively. Coefficiertsthroughag are dependent
on the codec type, video format, and display size.

Furthermore, unlike the case of 2D video quattyg, overall
3D video quality modelling considers colour and ttep
perceptual quality, expressed in equation (10):

V3Dq = XV 3P colour + yV3Ddepth, X+y=1 (20)

N
/ Received 3D \

\&deo for dlspla/y/

T

,/7 \
| 3D Video Source /J

\- / E
Left View Right View e \
Sendin ,"J \‘2 Receivin, Displa
I::uf'ferg .#?\’\‘IEtworlf,» BuffergH Decoder P bu?fe:/
Sender §x :
Receiver
Network Emulator
(Dummynet)
Fig. 2. Experiment Framework
TABLE Il
COEFFICIENTSCOMPUTED FOR BNVQM
colour depth
a 0.09136 0.08751
a, 1.11132 1.05853
az 0.93128 0.93067
a, 1.79391 1.7921
as -1.24607 -0.46754
as 0.01436 1.67570
ay -33.775 -33.03
ag 2.17023 0.39725
ay -5.37876 | -4.45855
enjoyment, and level of wuser quality of experience
enhancement.

V3P color andV3Ddepth, representing the 3D image quality

and depth perceptual quality, can be used indiVigze two
quality indicators using equation (7). The ovef@D video

quality is estimated byqu using equation (10), as a joint
result of colour and depth perceptual qualities,wesl as
considering the other three aspects of user pearakpt
experience.

V. EXPERIMENTAL SETUP

An extensive set of experiments are conducteduidyshe
relationship between the perceived 3D video quatigtwork
characteristics (i.e. packet loss), 3D video enmpdiettings
(i.e. frame rate, bitrate), for diverse video conmteDifferent
network delivery scenarios are considered with mgeaof

where x and y are different weights for colour and depthnetwork packet loss rates. In order to reduce émeddence on

perceptual quality, respectively. It is assumed thare is an
additive effect of depth perception on the coloerception in
terms of the 3D video quality based on the finditigg viewing
video content in 3D increases the perceived imagdity [15]
and depth has a positive effect on visual expeednom an
enhanced sense of presence [49]. As the sum aifdy is

3D
always 1, V*"q has the same range A¢%° colour and

V3Ddepth. The values fox andy are determined by considering
the correlation with three other perceptual factmlected in
the subjective tests, reflecting eye comfort lexadgree of

video content, a wide range of 3D video sampleh different
content types is selected. These videos are thepded with
diverse settings.

Table | shows the five selected video clips, eaith eontent
belonging to a different scenario with diverse rmoti
complexity levels. The durations of the selectedewi clips
vary between 6 to 14 seconds, in the range recomeaehy
ITU-T R. P.913 [43] and ITU-T P.3D-sam [32]. Theddeo
clips are H.264 /IMPEG-4 AVC encoded at high (4 Mbps
medium (3 Mbps), and low (2 Mbps) average bitratelow
the IPPP MPEG sequence format and have frameobidsfps



and 18 fps, targeting mobile applications. The ltdgms of all
video clips are 1280 x 720 pixels.

from windows to avoid additional unnecessary inficee of
light. Each participant is asked to assess théouctamage 3D

Standard H.264 encoding was used and frame-copy wagoerience, 3D depth experience, eye comfort |I@level of

adopted for error concealment. The use of multigeo
sources with different degrees of motion contrisutemetric’s
validation independent from content. Details of tfisplay
equipment and 3D display technology were given tfoe
purpose of reference.

The test topology of the experiments is shown @ Bi Two
VLC player instances running on two machines awdusr
sending and receiving 3D stream, respectively. & end, the
built-in x264 library of the VLC tool is used foneoding video
streams into the H.264/MPEG-4 AVC format for steapic
3D videos. At the other end, the 3D video strearmajstured
and decoded into sequence pairs of left and rigdwwin the
4:2:0 YUV format, which is the same as in the ardivideo.
During the transmission over the netwoEkymmynef44] is
used to control the desired packet loss rate iméteork. The
simulated packet loss follows a uniform distribati@/ireshark
is used at the receiver side to monitor the straathcalculate
the packet loss rate. 11 network loss scenariosragged: 0%,
0.1%, 0.5%, 1%, 2%, 3%, 4%, 5%, 6%,
scenarios were studied in the lower packet losgadless than
5%) to allow for better study accuracy. Overallréthare 11
packet loss scenarios, 3 encoding bitrates, 2 frates and 5
different video content types, resulting in 330 eddclip
left-right pairs transmitted during the experimertiese video
pairs are used firstly in subjective tests and then
comparison-based verification when using other ahje
quality models, as described in details in the sextion.

Subjective tests are conducted with 50 volunteeith w
diverse ages, genders and backgrounds. The 330 paies are
divided into 10 groups, each containing 33 videansdomly
selected with different video content, packet |dsgate and
framerate. In order to avoid boredom, a time liafimaximum
30 minutes was imposed for each participant. Eachimgis
shown to 4 participants and in this way, each iidial 3D
video pair of views has at least 4 results fromifleent
observers. Considering the five different videoteah types,
each combination of packet loss, encoding bitraig faame
rate is tested 4*5=20 times. In this way, a goodafize
between the number of subjects testing any indalidgample
and the total number of tests is maintain&tle clips are
displayed on a machine with a 27 inch#d3 Asus VG278
monitor with resolution 1920 x 1080 pixels, and 8z visiorf

8% and 10%.eMor

enjoyment, and state how the 3D effect enhancés dherall
viewing experience. The grading uses the 1 (bad)5to
(excellent) MOS scale. These will be used for degvthe
values of eNVQM coefficients.

V. RESULTANALYSIS

The subjective test results consist of grading mdok 330
video clip pairs, each having a particular comhorabf bitrate,
frame rate, video content and packet loss rateinDuthe
subjective tests, each participant has graded difkerent
aspects of the 3D video for each of the 33 videasgroup out
of the total number of 10 groups.

Next the eNVQM coefficients are derived accordingtie
grades of the five different aspects of 3D videcaliy
assessment mentioned above.

A. eNVQM Metric Derivation

Among the five aspects, colour and depth 3D quality
perception are used to derive coefficients Aag ..., &} for
colour and depth models, respectively. As the tegtgeos have
different combination of bitrate, frame rate andks loss rate,
the aim is to best map eNVQM to each of these esiims of
user perceptual 3D video quality. 25% of the tdtth had been
reserved and used for data validation using holdalitation.
The initial data from different subjective teststtwiifferent
content, bitrate, frame rate and packet loss ras whosen
randomly to ‘derivation data set’ d0 and ‘validatidata set’ d1.
Thus the two data sets contain similar percentafjdata with
different properties.

The subjective results are carefully processedriernto
eliminate outliers introduced by observers. Whensatering
the results for each clip, an outlier is identifiédt is scored
more than 2 grades adrift from the median MOS efwthlues
recorded from all its viewers. However, when coesity
packet loss scenarios, for each case there ar&p22(€5% of
30 clips) with different content, bitrates and feunates (with
the packet loss rate fixed) and the highest ang$b 10% of
them are considered outliers and are removed. Hmees
process is performed for both overall colour andthle
perception, respectively.

The coefficientsy, toagare calculated forAcolor “andAdepth

support enabled fromlvidia. The 3D player synchronizes andfollowing the steps described in ITU-T G.1070. Tinethod

displays the pair of left and right view clips siltameously.
The participants are required to wear a pair3bf visiorf
wireless active shutter glasses in order to wdtel8BD effect of
the video.

As suggested by the monitor manufacturer, the wvigwi
distance is set to 1 m. All other test setup detfllow the

involves calculating some of coefficients by havamdy one of
them variable and keeping the other ones fixed. The
coefficients are approximated using the Least Sxuar
Approximation (LSA) method [45]. The correspondifitting
curves for both colour and depth parameters amansioFig. 3

and Fig. 4, respectivelyThe corresponding coefficients for

recommendations of ITU-T R. P.913 [43]. The testse acolour and depth models instantiated from equat{@j$9) are

conducted in a 5m x 5m quiet room, having the nwratvay

presented in Table II.
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In order to verify the correctness of the moded, tsimaining
25% of the subjective results are used to compwddPearson
correlation with the eNVQM results. The model uggsuts
with the same frame rate, bitrate and packet lagsas in the
clips presented to the observers. The correlatesults are
shown in Table Ill. Note that high correlation veduof 87.3%,
91.6% and 94.2% for colour and 78.5%, 90.3% an8%3or
depth when 25%, 75% and 100% of the results arsidered,
respectively, are obtained. Slightly lower corrglatvalues for
the 25% of results case are due to the combinegttedf the
lower number of results considered and their dieanature (on
the 1-5 scale). However the general high level afetation
indicates that our derived model coefficients asdidvand
reliable.

for the above factors. Finally the average cori@tat over all

packet loss rates are calculated. This is doneedgh of the

three subjective factors considered. The highesdtrame

correlation of these factors is considered to deitee the

weights of x, y for colour and depth perceptioneTorrelation

trend follows a 2 order polynomial function, in which y is
replaced by (1-x):

2

Corr = -0.0026x~ + 0.0046x + 0.8644 (11)

The function of the correlation trend is a paralodla (since
y = (1-x) and its vertex is at x=0.885, giving thegghest
correlation of 0.866434615. Thus equation (11) dam
expressed as:

V3Dq = 0.885><V3Dc0|0ur + 0.115XV3Ddepth (12)

3D 3D . .
whereV ™" colourand V *~depth are calculated using equations

Next, the weights for colour and depth componemts a(7)'(9) and the coefficients from Table Il. The sleraweight

determined by making use of three additional seesiilts in
the 3D video quality assessment regarding eye carieeel,
3D enjoyment level, and 3D effect enhancement leVhk
same process of removing outliers for each clip fofiswed,
but outliers when considering a particular packsslrate are
retained, as no fitting curve was required to emidied in this
step. Giving different weights to colour and deyitie overall

derived for depth perceptual quality matches theifigs that
depth perception plays a less important role inaberall 3D
quality than that of color [50].

The eNVQM model takes three input variables: fraate,
bitrate and packet loss rate. The output of eNVQMxpressed
in terms of MOS and refers to the human perceptib8D
video quality. Fig. 5 illustrates eNVQM variatiorganst
bitrate and framerate when the packet loss is ®oathd 3%,



TABLE IV
DIFFERENTMETRIC PERFORMANCECOMPARISON
R e Method SSIM VOQM  eNVQM
(Bit Rate = 4 Mbps) Pearson Correlation 0.911 0.932 0.872
4 Spearman Rank Correlatign 0.851 0.871 0.883
35 RMSE 1.126 0.329 0.505

compared by MSU VQMT for the left and right vieves\d the
average scores of both views converted to MOS swale
compared with the results of eNVQM.

Pearson correlation, Spearman Rank correlation rant

Mean Opinion Score
N
w

results when using the proposed eNVQM with thosermwh
employing existing metrics SSIM and VOM. The caaitin
testing was performed on the remaining 25% of thigestive
testing results, not used in the model buildingcpss, ensuring
independent model validation. The results arediste Table
IV. These comparative performance results showliatsing
eNVQOM similar accuracy level in predicting the peked 3D

Fig.6. eNVQM 3D video quality with bitrate 4 Mb

respectively. It can be noted how MOS increasdsteste and
frame rate become larger and how the effect oateitgrowth is yiqeo quality can be obtained with the case wherother two
larger in terms of MOS when frame rate increases. Foference-based metrics were employed. For instavien

example, at packet loss of 1% and frame rate p8SOMOS is  -ynsidering Spearman Rank correlation, eNVOM evighty

1.698 for a bitrate of 1 Mbps; MOS increases tB@.1or a 4y performs both alternative solutions with a resil0.883 in
bitrate of 2 Mbps, it reaches 2.60 when the bitim8Mbps and comparison with 0.871 and 0.851 of VOM and SSIM

mean square error (RMSE) were computed comparieg th

further becomes 3.26 for a bitrate of 5 Mbps. Gndther hand,
at the packet loss of 1% and bitrate of 2 Mbps, M©&E12 for
a frame rate of 10 fps, 2.16 for 20 fps, 2.18 @3 and only
2.239 for 60 fps. Note the effect of bitrate ananie rate on
quality differs for different packet loss rates sisown in
different layers illustrated in Fig. 5.

Fig. 6 shows specifically eNVQM variation agaitoss rate
and frame rate at a fixed bitrate of 4 Mbps. linteresting to
see that for lower range frame rates, MOS dropsemapidly
relative to packet loss growth, while MOS drops ethty for
higher range frame rates. From eNVQM we can corcthdt
the encoding bitrate has a higher impact on theath&D video

respectively.

VI. CONCLUSIONS ANDFUTURE WORK

This paper proposes the extended no referencetinlgie
video quality metric (eNVQM) for the assessment of
stereoscopic 3D video quality during network-basedtent
transmission. Following a methodology similar withat of
ITU-T G.1070, eNVQM estimates the 3D image quaditd
depth perceptual quality using encoding frame taiteate and
network packet loss rate and finds an additivecef®é the two
while also considering three other experience facto

perceptual quality than frame rate, and packethassa higher Perceptual tests were performed and their resukse w

impact on the overall 3D video quality when thariearate is
low.

B. Comparison with Other Metrics

employed to both derive parameters for the proped&dQM
model and test its validity. Statistical resultewtthat eNVQM
has similar level of accuracy in terms of humanception of
3D video, in comparison with SSIM and VQM, two comy
used assessment methods. eNVQM can be used fdnadap

SSIM and VQM are the two widely used methods foyideo transmissions as it can quickly estimatectiveent video

objective video quality assessment, which were gihesi to
evaluate 2D video quality. They evaluate the 2Dewiduality
by intrusively comparing the original and degradédeo
samples. Despite our initial reluctance regardirguse of 2D
metrics to assess 3D video quality, in order to mara the
performance of the proposed eNVQM to other modséiuin
the literature by other researchers, SSIM and VQ&lenused
for 3D video quality estimation. This is as thehaus of [15]
have shown that SSIM and VQM ratings of averagedafl
right videos can be used as good objective qualitgels for
prediction of 3D perceived quality under packeslesenarios.
MSU VQMT [46] was used as computational tool. Si6&M

and VQM use different scales from MOS, normalizatio
in [47] and [48] were employed,

methods described
respectively. The original and degraded samplespaiere

quality so that delivery adjustment actions candi@n at the
earliest possible point, increasing user percegquelity levels.

Future work will consider extending eNVQM to takead
account user profile, when it is available, studythe effect of
employing congestion control mechanisms and agjica
layer adaptive solutions for delivering 3D videontant and
performing additional tests involving the latest HEH.265
standard. It will also conduct additional subjeetiests using
one and both views of the 3D video sequences sitbjpacket
loss in order to determine at what level of losis ibetter to
switch from 3D to 2D viewing. Finallythe impact of video
content type on the results of the no-referencelityua
assessment will also be studied.
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